Imaging the upper mantle transition zone with a generalized Radon transform of SS precursors
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\textbf{A B S T R A C T}

We demonstrate the feasibility of using inverse scattering for high-resolution imaging of discontinuities in the upper mantle beneath oceanic regions (far from sources and receivers) using broadband wavefield observations consisting of SS and its precursors. The generalized Radon transform (GRT) that we developed for this purpose detects (in the broadband data) signals due to scattering from elasticity contrasts in Earth’s mantle. Synthetic tests with realistic source–receiver distributions demonstrate that the GRT is able to detect and image deep mantle interfaces, even in the presence of noise, depth phases (‘ghosts’), phase conversions, and multiples generated by reverberation within the transition zone. As a proof of concept, we apply the GRT to ∼50,000 broadband seismograms to delineate interfaces in the depth range from 300 to 1000 km beneath the northwest Pacific. We account for smooth 3D mantle heterogeneity using first-order perturbation theory and independently obtained global tomography models. The preliminary results reveal laterally continuous (but undulating) scatter zones near 410 and 660 km depth and a weaker, broader, and more complex structure near 520 km depth. The images also suggest the presence of multiple, laterally intermittent interfaces near 350 km and between 800 and 1000 km depth, that is, above and below the transition zone \textit{sensu stricto}. Filtering of the data (we consider four pass-bands: 20–50 s, 10–50 s, 5–50 s, and 2–50 s) reveals a prominent frequency dependence of the magnitude, width, and complexity of the interfaces, in particular of the scatter zone near 520 km depth; such dependencies may put important constraints on the mineralogy and phase chemistry of the transition zone.
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1. Introduction

The upper mantle transition zone, here taken broadly as the depth interval between 300 and 1000 km depth, is marked by rapid radial changes in elasticity and mass density associated with phase transformations in mantle silicates (Fig. 1) (e.g., \textcite{Ringwood1975, Weidner1999, Li2007}). With seismic imaging one can estimate the depth to and the change in elasticity and mass density across such phase boundaries. Combined with mineral physics data this information puts constraints on local temperature, composition, and mineral phase, and the geographic variation of these parameters provides insight into large-scale geodynamical processes (\textcite{Jeanloz1983, Helffrich2000, Shearer2000, Weidner1999, Schmerr2006, Li2007}).

Using a variety of top- and underside reflections and phase-converted waves, a number of seismic investigations have observed the global existence of what are usually referred to as ‘410’ and ‘660’ discontinuities (e.g., \textcite{Shearer1992, Shearer1993, Gossler1996, Flanagan1998, Gu1998, Gu1999, Gu2002, Chambers2004, Deuss2006, Schmerr2006, An2007, Rost2009}), and a ‘520’ discontinuity has been reported in some regions (e.g., \textcite{Shearer1990, Deuss2001}). Many aspects of these discontinuities can be explained by phase transitions in the olivine system (olivine to wadsleyite, wadsleyite to ringwoodite, and ringwoodite to perovskite and ferropericlase, respectively) (\textcite{Ringwood1969, Ringwood1975, Katsura1989, Bina1994, Shim2001, Lebedev2002, Fei2004, Weidner2005, Weidner2006, Li2007}), but not all seismic observations are consistent with transformations in a simple, isolated MgO–FeO–SiO\textsubscript{2} system. For example, despite the opposite signs of their Clapeyron slopes, on a global scale the ‘410’ and ‘660’ topographies are not convincingly anti-correlated (\textcite{Gu1998, Gu2003, ...}}
5.5 and focal depth below 75 km. Sampling density is indicated from red (densest) to blue (least dense). The solid blue rectangle outlines the 20 collected. The ray paths of from both the sources and receivers. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)

(a) Distribution of sources and receivers of the data used in this study. The location of the image gather of Fig. 9 is shown by the red asterisk. The size of the blue Fig. 2.

(b) Global distribution of SS bounce points for data with a source–receiver distance of 90–170 , magnitude above 5.5 and focal depth below 75 km. Sampling density is indicated from red (densest) to blue (least dense). The solid blue rectangle outlines the 20 collected. The ray paths of SS and its precursors are shown in the middle of the figure. The image point locations, which are near the midpoint of SS raypath, are far away from both the sources and receivers. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)

Since the pioneering studies by Shearer (1991), most attempts to determine lateral variations in the depth to the main upper mantle discontinuities with SS and PP and their precursors have employed some form of common-midpoint (CMP) stacking (e.g., Shearer and Masters, 1992; Shearer, 1993; Gossler and Kind, 1996; Gu et al., 1998; Flanagan and Shearer, 1998a,b; Gu and Dziewonski, 2002; Chambers et al., 2005a,b; Schmerr and Garnero, 2006; Houser et al., 2008; Lawrence and Shearer, 2008), with the midpoint corresponding to the bounce point of the SS or PP waves. This method – see Deuss (2009) and Rost and Thomas (2009) for recent reviews – involves the stacking of (move-out corrected) waveforms over spatial bins followed by a time-to-depth conversion using a standard 1D reference Earth model (and corrections for 3D heterogeneity inferred from tomography). The size of the geographical bins used is often chosen to correspond loosely to the scale of the Fresnel zone of the associated SS or PP data, and stacking over bins with a radius of 10° is common (Deuss, 2009), but the complex shape of the Fresnel zone (e.g., Neele et al., 1997; Chaljub and Tarantola, 1997; Zhao and Chevrot, 2003; Dahlen, 2005) can be accounted for to increase spatial resolution (Lawrence and Shearer, 2008). Fundamentally, however, stacking over geographical regions implies substantial spatial averaging and thus the full resolving power of migration has been lost.

In contrast to stacking over bins followed by migration, methods based on inverse scattering directly localize and characterize point scatterers, and the spatial alignment of these scatterers then outlines a scatter interface or “reflector”. This localization is based on the intersection of isochron surfaces and can be done with a spatial resolution much better than the Fresnel zones of the associated waves. With synthetic data, Shearer et al. (1999) demonstrated the potential of least-squares Kirchoff migration (inversion) of SS
precursors for high-resolution imaging of upper mantle discontinuities. Application to the then available data yielded noisy images, however, with few, if any, laterally coherent structures. To suppress effects of ‘noise’ (in the presence of uneven data coverage) Shearer et al. (1999) ‘damped’ the inversion, but the implied spatial smoothing rendered images at a spatial resolution similar to that obtained from the above-mentioned time migration followed by time-to-depth conversion.

Given the spectacular increase in data quality and quantity – nicely illustrated in Fig. 2 of Houser et al. (2008) – it is likely that application of the Kirchoff migration introduced by Shearer and co-workers a decade ago would now give more satisfactory results. But it is also possible to improve the inverse scattering method itself. We present here a generalized Radon transform (GRT), which has better noise-suppression capabilities than Kirchoff migration (because of the different use of data redundancy) and it accounts differently for complex wave phenomena such as caustics. The GRT was first used for seismic imaging in the 1980s (Beylkin, 1985; Miller et al., 1987), see reviews by Rondenay et al. (2005) and Gu and Sacchi (2009), but in recent years it has been used for large-scale imaging of deep mantle structure with ScS (Chambers and Woodhouse, 2006; Wang et al., 2006; Ma et al., 2007; Van der Hilst et al., 2007) or SKKS (Wang et al., 2008).

The main objective of this paper is to present a 3D GRT of the SS wavefield (including precursors) and to demonstrate the feasibility and promise of using this GRT for high-resolution transition zone imaging even far away from sources and receivers. We focus this feasibility study on the transition zone beneath the northern part of the Pacific Ocean (Fig. 2) because the density of SS bounce points is high and because it is far away from known subduction (along NW Pacific island arcs) and presumed upwelling (beneath Hawaii) so that not much structural complexity is expected. In the sections below, we present the method, describe the selection and processing of data, illustrate the performance of the 3D GRT on synthetic data, and – as a proof of concept – present (for different frequencies) a 2D, a 20°-long seismic section of the transition zone.

2. Methodology

2.1. Concept of inverse scattering

Inverse scattering uses signal from a large number of seismic data to localize elasticity contrasts in the sub-surface by determining how much scattering (reflection) at a specific point \( y = (x, y, z) \) contributes to observed signal in recorded seismograms. Data in a narrow time window of a record associated with a fixed source–receiver pair can be due to scattering anywhere along a surface of constant travel time from source to scatter point to receiver. This isochron, in its finite-frequency form, is, in fact, the sensitivity kernel for inverse scattering. [We note that in analogy of ray paths versus finite-frequency kernels for transmission and reflection tomography (e.g., Dahlen et al., 2000; De Hoop and Van der Hilst, 2005; Tromp et al., 2005; De Hoop et al., 2006), in the context of ray theory the isochron would have an infinitesimally narrow width, but in finite-frequency theory the isochron would have multi-scale properties.] The distribution of sensitivity along each isochron is generally non-uniform and is determined by the intersection of the isochron with the Fresnel volume of the scattered phases. The total data sensitivity to structure at a certain sub-surface location is then the cumulative contribution from all isochrons through that point. While fully accounting for Fresnel zones, this allows the resolution of structure at the Rayleigh diffraction limit, at scales smaller than the Fresnel zones of the associated phases (Spetzler and Snieder, 2004), provided that data from a sufficiently broad distance and azimuth range is available in order to suppress imaging artifacts (Stolk and De Hoop, 2002).

2.2. The generalized Radon transform (GRT)

Because the development of the GRT used in our study follows closely the formulation for lowermost mantle imaging with ScS and SKKS reflections (Wang et al., 2006, 2008) we only mention the most relevant aspects. In essence, the GRT estimates the locations of local contrasts in elasticity (scatter points) in Earth’s interior from their contribution to the scattered wave field. With the single scattering (Born) approximation, these contrasts \( \delta c \) are considered local perturbations in density and elasticity relative to a smooth background \( c_0 \). For our application, the smooth background model is derived from the ak135 reference Earth model (Kennett et al., 1995) by replacing the first-order transition zone discontinuities by gradual transitions in wavespeed (Fig. 5), and the interfaces that we aim to image are thus represented as perturbations relative to this smooth background.

The data used by GRT, that is the wavefield \( \delta u \) due to scattering at \( \delta c \), is modeled as

\[
\delta u = F \delta c,
\]

with \( F \) a single scattering operator. To estimate \( \delta c \) from the data one can set up the normal equations,

\[
F^*F \delta c = F^* \delta u,
\]

where \( F^* \), the adjoint of \( F \), is the imaging operator. Using ray theory, \( F^* \) yields a GRT while composition with the “inverse” of the normal operator \( F^*F \) adapts the weighting of the GRT to form an inverse scattering transform:

\[
\delta c = (F^*F)^{-1} F^* \delta u.
\]

The geometry of the problem is illustrated in Fig. 3. For each source–receiver pair, most of the energy in the recorded wavefield arrives at a time corresponding to a minimum or maximum two-way (reflection) travel time \( T \) path, which is commonly referred to as the specular reflection. For mini-max travel time phases (such as SS, S110S, and S660S), propagation along non-specular propagation paths can produce weak arrivals before or after the main phases. Conversely, for a given source–receiver geometry, arrivals in narrow time interval around a time \( t \) can be produced by scattering anywhere along an isochron defined by \( T(x^s, x^r, y) = t \), with \( x^s \) and \( x^r \) the position of the source and receiver, respectively (Fig. 3a). In essence, the GRT uses data \( \delta u \) in narrow time windows around \( t \) to characterize the strength of scattering at \( y \) for a given sub-surface point \( y \) the time \( t \) (and the data window used) depends on the source–receiver combination, and for a given \( (x^s, x^r) \) record \( t \) depends on the position of \( y \) (Fig. 3b).

The total data sensitivity at a particular point \( y \) is the accumulation of sensitivities from isochrons \( t = T(x^s, x^r, y) \) for all source–receiver pairs, weighted by the data in a narrow window around the corresponding time. To describe this process we introduce the migration dip \( v^m \), which is the normal to the isochron at the sub-surface point \( y \) for which the contribution to observed data is to be computed (Fig. 3c). For a (broken) ray path connecting a source at \( x^s \) with a receiver at \( x^r \) via \( y \), we define \( p^s \) as the slowness vector (at \( y \)) for the ray from \( x^s \) to \( y \), and \( p^r \) is defined similarly for the ray from \( x^r \) to \( y \). These slownesses define the migration dip \( v^m = p^m|p^m|^1 \) with \( p^m = p^s + p^r \), and the scattering angle \( \theta \) and azimuth \( \psi \) (Fig. 4c). Conversely, \( v^m \) and \( \theta \) determine \( p^s \) and \( p^r \) at \( y \), and hence the corresponding \( x^s \) and \( x^r \) (Fig. 4c). We can thus view the data \( \delta u \) associated with image point \( y \) as a function of \( v^m \), \( \theta \), and \( \psi \) – see Wang et al. (2006).

For each sub-surface point \( y \) an image gather \( F[y; \theta, \psi] \) is obtained by integrating over all isochrons (with migration dip \( v^m \)) that pass through \( y \), with each contribution weighted with the co-
responding data sample $\delta u$ and weights $W$ and $w$ that control the sensitivity along the isochrons surfaces:

$$I(y; \theta, \psi) = \int_{E \in m} \frac{\delta u(y; v^m, (\theta, \psi)) |p^m|}{W(y; v^m, (\theta, \psi)) |w(y; v^m, (\theta, \psi))|} dv^m. \quad (4)$$

Here, $w$ accounts for ray geometry and places more weight on the specular reflection; $W$ can be used to account for radiation patterns but is not implemented here. A structural image at $y$ can be obtained through statistical inference (Ma et al., 2007) or, as is done here, through integration over $\theta$ and $\psi$:

$$I(y) = \int I(y; \theta, \psi) d\theta d\psi \quad (5)$$

For constant $(x, y)$, (5) yields a radial reflectivity profile at a particular geographic location, and lateral juxtaposition of such 1D profiles would give a 2D seismic section.

We note that for underside reflections the range of scattering angles can be used depends on the depth to the image point $y$ (or interface depth $d$): the scattering angle generally $\theta$ increases (and the radial resolution decreases) with increasing depth of the imaging points and decreasing epicentral (source–receiver) distance (Fig. 2). Conversely, shallower signal is expected to appear in gathers for smaller $\theta$ and structure at greater depth appears at larger $\theta$. This phenomenon, which we refer to as “spatial resolution drift”, requires binning in $\theta$.

3. Data

For this pilot study we consider the northern Pacific, where the density of SS bounce points is high owing to the abundance of sources and receivers along the plate margins and continents surrounding the Pacific basin (Fig. 2). For SS waves with bounce points in a $20^\circ \times 20^\circ$ area from $25^\circ$ to $45^\circ$ N and $160^\circ$ to $180^\circ$ E we retrieve broadband waveforms from the Data Management Center (DMC) of the Incorporated Research Institutions for Seismology (IRIS). We use hypocenter parameters from the EHB catalog due to Engdahl et al. (1998).

The data selection criteria are rather similar to those used in other SS studies (Deuss, 2009). For data at epicentral distances from $90^\circ$ to $170^\circ$ we extract time windows containing SS proper and precursors due to scattering in the transition zone. We note – and demonstrate – that interference with phases other than SS precursors does not visibly degrade the GRT images. The minimum source magnitude is $m_b = 5.5$ and focal depths are less than 75 km (to reduce contamination by depth phases). Fig. 4 displays a (transverse component) record section of the data used here, aligned on SS, along with predicted travel times according to ak135. This record section reveals $S_{410}$S and $S_{660}$S phases at distances less than 130$^\circ$, with $S_{660}$S appearing stronger than $S_{410}$S, and arrivals between $S_{410}$S and $S_{660}$S.

For the data that pass the initial selection criteria we add event parameters from the EHB catalog to the file headers, check (and, if needed, correct) polarization, deconvolve the instrument response, rotate the data to radial and transverse direction, and then use a 4-pole Butterworth filter to bandpass the data between 20 and 50 s, 10 and 50 s, 5 and 50 s, and 2 and 50 s, respectively, in order to study the frequency dependence of the images. Subsequently, the traces are Hilbert transformed and normalized with respect to SS. For the shorter period data (that is, for the $T = 2$–50 s and $T = 5$–50 s bands considered below) we apply a signal-to-noise criterion (with the signal-to-noise ratio defined as the ratio of peak amplitude of SS proper signal to the maximum amplitude of the whole window containing SS proper and precursors) and discard data with signal-to-noise ratio smaller than 1/5.

All available data can be used for the calculation of total data sensitivity to structure at a given point $y$, but to reduce the computational burden and interference with other phases we restrict the computation to records associated with rays with a specular reflection within a certain distance (here 6$^\circ$) from $y$. We stress that waveforms are not stacked over these bins and recall that for each image point $y$ a different time window is extracted from a seismogram, so that the total data sensitivity to structure at $y$ is independent from that at adjacent sub-surface image points. Upon imaging, travel times are determined through table interpolation with time corrections for 3D structure from tomography (Grand, 2002).

4. Tests with synthetic data

We tested the performance of the generalized Radon transform of SS precursor with inversions of synthetic data. In all tests, we compute the synthetic wavefields using the actual earthquake-station distribution so that influence on the image of uneven data coverage, including the effects of a realistic focal depth distribution, is the same as for the inversion of the recorded wavefields.
In a first series of tests we use WKBJ (Chapman, 1978) synthetics to show that the generalized Radon transform of SS precursor data can detect and locate elasticity contrasts in the presence of noise, P-to-S phase conversions, depth phases, and multiple reflections. For this purpose synthetics for the SS wavefield (including $S_{410}$ and $S_{660}$) are computed for ak135; we use the same source function for all waveforms and the data are filtered using a pass-band of 20–80 s. These synthetics represent the total wavefield $u = u_0 + \delta u$.

Upon inversion, we seek to infer from $\delta u$ the elasticity perturbations $\delta c$ relative to a smooth reference model $c_0$ (associated with $u_0$) which, as mentioned above, is obtained from ak135 by smoothing the step-wise velocity increases over a broad depth range.

With another type of test we demonstrate that the GRT can resolve structure at scales smaller than the Fresnel zones of the associated scattered waves. For this purpose we follow Shearer et al. (1999) and invert data generated (using the Born approximation) for interfaces with topography and gaps.

### 4.1. Image gathers

We first use WKBJ synthetics to see how interfaces at 410 and 660 km appear in the image gathers. Synthetics are computed for ak135 (that is, with step increases in shear wavespeed at 410 and 660 km depth, but no contrast near 520 km). The GRT seeks to locate perturbations with respect to the smooth background. This test would be considered successful if the GRT yields contrasts near 410 and 660 km (and nowhere else).

Using (4) we form image gathers $I(y; \theta, \psi)$ for image points $y$ at 5 km depth intervals along 1D (radial) profiles from Earth’s surface to 1000 km depth—a note the amplification (by factor of 4) for depths larger than 100 km. Integration over scattering azimuth $\psi$ and combining the results in bins of scattering angle $\theta$ yields a series of common image point gathers spanning the whole range of $\theta$ but with varying sensitivity to structure at different depths (Fig. 5). The latter is a manifestation of “spatial resolution drift” (see note at the end of Section 2.2): shallow interfaces appear
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Fig. 6. Effects on the GRT images of white stationary noise (a), the presence of P-to-S converted phases (b), presence of depth phases (c), and multiples reverberations between transition zone discontinuities (d). Adding these effects to the synthetics of the SS, S410S, and S660S has little effect on the GRT image gathers.

for scatter angles $39^\circ < \theta < 60^\circ$, the ‘410′ discontinuity appears at $60^\circ < \theta < 90^\circ$, and scatter angles between $70^\circ$ and $105^\circ$ reveal the ‘660′. Integration over all $\theta$ reveals structure along the entire vertical profile (Fig. 5, trace on the right). This GRT image shows peaks at the correct depths of 0, 410 and 660 km, and we note the absence of reflectivity contrast at depths other than 410 and 660 km. The amplitude of the peaks at 410 and 660 are comparable, and the widths are about 50 km (slightly more for 660 than the 410 because of the scatter angles generally being larger) which is consistent with the frequencies used. We have verified that peak location and width are insensitive to the (smooth) background velocity model.

4.2. Effects of noise, phase conversions, depth phases, or multiple scattering

With similar experiments we examined the effects on the image gathers of noise or the presence of P-to-S conversions, depth phases, or multiple reverberations. We first ran the GRT on WKBJ synthetics that include white stationary noise, with signal-to-noise ratios between 1/20 and 1/100 for both S410S and S660S and 1/5 for SS proper. Even though the precursors cannot be identified in the raw data, the GRT image gathers reveal the contrasts at 410 and 660 km well above the noise level (Fig. 6a). Fig. 4 suggests that PS waves can arrive close to the SS precursors. Likewise, depth phases from deep earthquakes and multiple reflections of and reverberations between transition zone discontinuities can interfere with the SS precursors (e.g., Schmerr and Garnero, 2006). Applying the GRT to synthetic wavefields containing such signals demonstrates that such interfering waves do not, in general, contaminate the images of the ‘410′ and ‘660′ (Fig. 6b–d). Converted phases such as PS and multiple reverberations can form prominent arrivals but the difference in slowness is sufficient to suppress them upon transformation (Fig. 6b and d). Depth phases could contaminate the image gathers if events occurred in a small depth range, but for the (realistic) depth distributions considered here the depth phases do not produce spurious ‘events’ in the image gathers. However, they can produce small phase shifts (pulse distortions) (Fig. 6c). From these and other tests we conclude that seismic phases other than SS and its precursors do not produce major artifacts. [Caveat: since WKBJ synthetics only contain user-specified dynamic wave groups we cannot rule out the possibility that there are interfering phases that could produce imaging artifacts—more comprehensive tests require full wave synthetics, for instance from mode summation or reflectivity method.]

4.3. Lateral resolution

To test lateral resolution, and demonstrate that inverse scattering can resolve structure at length scales smaller than the Fresnel zone of the scattered waves, we use the GRT in a synthetic example similar to the one used in Shearer et al. (1999). The model (lower right corner of Fig. 7) consists of a 220-km reflector east of 196°E, a flat 410-km discontinuity with a 4° wide gap near 192°E, and an undulating 660-km discontinuity with a strong topographic gradient around 195°E and a smooth change in depth east of 210°E. The 2D interfaces vary with longitude and are invariant in latitude. Using the Born approximation, and with fixed source—time function, synthetic data is generated with the real source and receiver distribution. The effective bandwidth of the
scattered data is ˜20 s, and the lateral extent of the associated Fresnel zone would be of the order of 1000 km. The result of inverse scattering with our GRT is shown in the main panel of Fig. 7. Despite some smearing effects, the major features are well resolved.

5. Preliminary images of the transition zone beneath the Northwest Pacific

The ˜50,000 records displayed in Fig. 4 are used for 3D GRT imaging of the transition zone beneath the Northwest Pacific (Fig. 2a). First, we examine the GRT image at (35’ N, 175’ E). Subsequently, 21 such radial reflectivity profiles are juxtaposed to form a 2D, north–south seismic section from (25’ N, 175’ E) to (45’ N, 175’ E) (Fig. 8). We recall that for the inversion of real data we correct the travel times for 3D mantle heterogeneity using the tomographic model due to Grand (2002). The effect on the images is small, and the results do not depend strongly on the choice of model, but we note that subtle pulse complexities may be introduced (or removed) when using (different) 3D mantle models.

Fig. 9 displays the angle gather and resulting GRT image for a location with coordinates (35’ N, 175’ E). The radial images as a function of scattering angle θ (traces on the left) are produced by integration (for fixed θ) over scattering azimuth ψ. The number of data samples used to calculate the traces at specific θ, plotted above the angle gather, is fairly constant over the range of scatter angle used. For narrow ranges of θ the angle gathers reveal structure in a limited depth range, as discussed above, but integration over θ yields a GRT image that reveals multiple peaks, including contrasts near 410, 520, and 660 km depth (Fig. 9, trace on the right). There is also signal above 410 km and below 660 km depth, but in isolated profiles the robustness and significance of such signals are not easily evaluated. Next, we create angle gathers and GRT reflectivity profiles for points 1° apart along the north–south line depicted in Fig. 8, and lateral juxtaposition of them creates a 2D seismic section from the surface to 1000 km in depth (Figs. 10 and 11). For display purposes, and to highlight deeper structures, the near-surface signal has been muted in the images.

In Fig. 10a we display the radial GRT profiles for data filtered between 20 and 50 s superimposed on the tomographically inferred lateral variations in shear wavespeed (Grand, 2002) that are used to construct the image. The other panels of Fig. 10 display the GRT images computed from data with a decreasing short-period band lower limit (10, 5, and 2 s, respectively). In Fig. 11 we display for the same four bandwidths the seismic sections after lateral interpolation between the radial profiles. At all frequencies, and along the entire 2D section, the data yield large-amplitude, laterally continuous and uniform signals near 415 and 665 km depth. A weaker, but laterally continuous signal appears near 520 km, but its appearance changes considerably with frequency. Hereinafter we refer to these reflectors as the ‘410’, ‘660’, and ‘520’. The images also reveal scatter zones in the upper mantle (that is, less than 410 km depth) and in the shallow part of the lower mantle between 800 and 1000 km depth, but their strength and depth vary considerably.

Fig. 12 shows SS stacks at three positions along the section line shown in Fig. 7 (personal communication, A. Deuss, 2008). On the right-hand-side we plot the average reflectivity along the entire section presented—this trace represents the stack of all 21 GRT images (reflectivity profiles) shown in Fig. 10b. The excellent agreement suggests that on a lateral scale of the order of 1000 km, and for relatively low frequencies the GRT images are in excellent agreement with those produced by common midpoint stacking.

For all frequency bands considered, the ‘410’ and ‘660’ discontinuities are prominent features in the seismic sections. In the low
Fig. 10. Seismic sections of the mantle transition zone in the northern Pacific (see Fig. 8 for section location) for different frequencies of the data used. The 2D section is constructed by lateral juxtaposition of radial reflectivity profiles calculated using Eq. (5) and the (raw) data associated with the record section in Fig. 4, filtered between (a) 20 and 50 s, (b) 10 and 50 s, (c) 5 and 50 s, and (d) 2 and 50 s. The surface signal is excluded to highlight the weaker structure. Each trace is normalized by its maximum. The ‘410’ and ‘660’ are continuous along the entire length of the section and appear without much change in all the four frequency bandwidths. The ‘520’ is prominent at low frequencies (periods \( T = 20–50 \) s, panel a) but becomes increasingly more incoherent when shorter period data are included. Background colors in panel (a) depict lateral variations in shear wave speed according to the tomographic model of Grand (2002). In panels (b)–(d) the grey bars indicate the location and width of the pulses associated with the 410, 520 and 660 in the 20–50 s period range (panel a). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of the article.)

frequency band, 20–50 s (Figs. 10a and 11a), the appearance of the ‘410’ and ‘660’ along the section is remarkably stable. The ‘660’ appears somewhat wider than the ‘410’ but part of this reflects the above-mentioned decrease in radial resolution due to the fact that the deeper structures are constrained by larger scattering angles opening angles—indeed, this effect was also apparent in the synthetic tests (e.g., Fig. 5). At these frequencies the images reveal no significant topography on either the ‘410’ or the ‘660’. With increasing frequency band the ‘410’ and ‘660’ remain stable but slight lateral variation in depth becomes apparent and the pulse shapes begin to reveal subtle complexity. For example, the pulse width and amplitude vary slightly along the line of section, and at some latitudes the pulses that delineate the ‘660’ become more asymmetric (locally the ‘660’ may even appear split). However, such subtle variations are probably within the uncertainty caused by 3D mantle heterogeneity and should interpreted considerable restraint. We observe that with increasing frequencies, the amplitude of the ‘410’ decreases slightly compared to that of the ‘660’.

The ‘520’ appears prominently in this region, especially at the lowest frequencies considered here. At periods between 20 and 50 s (Figs. 10a and 11a) it forms a laterally continuous scatter zone that is substantially weaker and broader than both the ‘410’ and the ‘660’. For periods longer than 10 s the ‘520’ shows prominently both in our GRT images and in the common-midpoint stacks for the same region (Fig. 12). When progressively higher frequencies are admitted, the structure of the reflectivity zone becomes increasingly complex and incoherent. At periods less than 10 s splitting of the ‘520’ is common (Fig. 10b–d). This change in character is readily visible in the seismic sections displayed in Fig. 11b and c. Around 39°N, for example, the data suggest the presence of multiple (weak) elasticity contrasts, and the different branches of the ‘520’ form a complex pattern between 500 and 550 km depth (Fig. 11c and d). The absence of comparable complexity in the ‘410’ and ‘660’, and the fact that the change in pulse shape with frequency is larger than the effects we have seen from 3D mantle heterogeneity, suggests that the structural complexity and frequency dependence of the ‘520’ is real and neither caused by local changes in data coverage or quality nor due to mantle structure that is not well represented by the tomographic model used. At low frequencies, the depth to the ‘520’ varies smoothly along the profile and the topography is positively correlated with the ‘410’. The topography is larger in the 10–50 s band, and at short periods the ‘520’ is too incoherent to give a meaningful estimate of topography.

In addition to the unequivocal interfaces near (on average) 415 and 665 km depth and a complex (frequency dependent) scatter zone around 520 km depth, the GRT images reveal significant structure between 200 and 300 km depth and between 800 and 1000 km depth. At the longest periods considered here (20–50 s) these signals could reasonably be dismissed as side lobes of the \( S_{410} \) and \( S_{660} \) (Figs. 10a and 11a), but increasing the bandwidth demonstrates that they are distinct, unambiguous, albeit weak and perhaps laterally discontinuous structures. We also stress that the
inversion of data computed for a model with only the ‘410’ and ‘660’ (Fig. 5) did not produce artifacts near 300, 520, or 800 km depth. Furthermore, in the 20–50 s and 10–50 s windows the topography of the event around ‘300’ does not correlate with that of the ‘410’, which also suggests that they are not related to one another in a simple way.

6. Discussion

6.1. Transition zone imaging with the generalized Radon transform

The results of the resolution tests with synthetic data, the robustness of inversions of recorded data, and the excellent agreement (evaluated at the appropriate scale) between the seismic sections presented and results of conventional common-midpoint stacking, demonstrate that transition zone imaging with the generalized Radon transform of the SS wavefield is feasible, at least in regions of dense data coverage such as the northern and northwestern part of the Pacific. A decade ago, Shearer et al. (1999) already demonstrated with synthetic data the promise of migration techniques for the imaging of transition zone discontinuities, but with the then available data coverage it did not appear possible to obtain results much better than common-midpoint stacking. To a large extent, the success of GRT imaging reported here can probably be attributed to access to vastly more data, but there are also subtle – but important – technical aspects of the methodology that help produce high-resolution images.

An important aspect of the GRT, as presented in this paper, is that it fully exploits the redundancy in the data and is not restricted to “common-offset” subsets of the data. The GRT constructs multiple images of a given image point for varying scattering angles and azimuths, and the final image for that location is then obtained by integrating (stacking) over these angles. This way of using data redundancy (that is, stacking over angle for a fixed image point versus stacking of waveforms over spatial bins) is a fundamental difference between the GRT used here and methods involving stacking over spatial bins, such as common-offset Kirchoff migration.

The approach described by Shearer et al. (1999) and the GRT presented here both solve an underdetermined (linearized) inverse

![Fig. 11. Same seismic sections as in Fig. 10 but to enhance interfaces (for display purposes only) we interpolated between the traces. To facilitate comparison with the sections of Fig. 10, in each panel we also show (for the corresponding period band) the actual GRT image profile at two locations.](image)

![Fig. 12. Left: stacks of SS precursors for three locations along section shown in Fig. 8 (A. Deuss, pers. comm. 2007). Data (T = 10–50 s) are stacked over spherical caps with radius of 10° and for a reference distance of 130° (see also Deuss, 2009); no crust or 3D mantle correction is applied. Right: ‘stack’ of the 21 GRT images of Fig. 10B along the entire section; this stack of the GRT images implies averaging over ~1000 km. The depth is scaled to time to facilitate the comparison.](image)
problem. In the GRT the least-squares inversion is implicit through the inclusion of the approximate inverse of the normal operator \( FF \), see Eq. (3). In the full implementation of the GRT, the normal operator controls the sensitivity along the isochrons by accounting for the radiation patterns (focal mechanisms and contrast source), geometrical spreading, and illumination. [We note that in our implementation we do not include all weights – see remark below (4).] Instead of Tikhonov regularization in the model space (which decreases spatial resolution), the GRT attributes sensitivity in accordance with the Fresnel zones of the relevant scattered phases by limiting the range of integration over migration dips, which is controlled by the available data. Applied to unevenly sampled data, the GRT accumulates the contributions from the corresponding sensitivity kernels weighted with available data samples. This localization of sensitivity, akin to the use of finite-frequency sensitivity kernels in transmission or reflection tomography, reduces the need for regularization (spatial averaging) and preserves lateral resolution where illumination is sufficient.

Adequate localization of sensitivity requires data from a broad distance and azimuth range (Stolk and De Hoop, 2002), and in regions with poor data coverage (in terms of the range of scattering angles and azimuths) application of the GRT as presented here may produce imaging artifacts. In such regions it may still be possible to constrain some aspects of sub-surface scattering if one can achieve even better localization than is possible with the traditional GRT. The optimal way to implement such partial reconstruction with the GRT, in multi-scale sense, makes use of wave packets and localization in phase space (De Hoop et al., 2009), and this is a topic of further research.

6.2. Transition zone structure and mineralogy

The region studied here is far away from the northwestern Pacific subduction zones and the presumed mantle upwelling beneath Hawaii. The 2D section crosses the Hawaii-Emperor seamount chain (around 30°N). Inverse scattering of SS data can in principle resolve topography at a lateral resolution of a few 100 km (Fig. 7), which is up to an order of magnitude smaller than obtained by traditional stacking of long-period SS data, but in this part of the tectonically stable Pacific the topography is (as expected) small and will, therefore, not be a topic of discussion here.

The data resolve scatter zones at several depths beneath the study region. The most pronounced and robust reflectors appear around 410 and 660 km depth, but the images also suggest elasticity contrasts around 300 km depth, between 500 and 560 km (especially at longer periods), and between 800 and 1000 km. The presence of interfaces near 410, 500–560, and 660 km depth is generally consistent with expectations from olivine mineralogy (Fig. 1). Scattering near 300 km and between 800 and 1000 km depth occurs outside the pressure/depth range associated with the transitions in the olivine system (which mark the transition zone senso stricto) and may be related to pyroxene and garnet transitions.

The depth to the ‘410’ (averaged along the profile) is 415 km, and the ‘660’ occurs around 665 km depth. At a wavespeed of 5 km/s the uncertainty in depth is about 5 km at the short-period range of the data used here, and inaccuracies in the background wavespeed of the order of 1% would add (at most) another 5 km to this uncertainty. With these estimates of uncertainty, the ‘410’ and ‘660’ are imaged approximately at their global average depths, and both the variation in depth along the line of section and the minor distortions of the pulses associated with the ‘410’ and ‘660’ km discontinuities are probably insignificant. The observation that with increasing frequencies the amplitude of the ‘410’ decreases slightly compared to that of the ‘660’ suggests that in this region the post-spinel (ringwoodite to perovskite and ferropericlase) transition (associated with the ‘660’) is sharper than the olivine to wadsleyite transition (associated with the ‘410’). This is consistent with mineral physics studies that suggest that the olivine to wadsleyite transition occurs over a broader depth range (6–19 km) than the post-spinel transition (1–10 km) (Bina and Wood, 1987; Irifune and Isshiki, 1998; Ito and Takahashi, 1989; Katsura and Ito, 1989; Akaogi et al., 1989).

The images reveal substantial scattering from depths in between the ‘410’ and ‘660’ interfaces. This depth range is consistent with the wadsleyite to ringwoodite transition, which previous seismicological studies have referred to as the ‘520’ discontinuity (e.g., Shearer and Masters, 1992; Deuss and Woodhouse, 2001; Deuss, 2009). For data with periods larger than 10 s our images reveal a single broad event between 500 and 560 km depth (e.g., Fig. 11a). With increasing frequency the signal becomes weaker and increasingly less coherent, with (multiple) splitting observed in the GRT images at 5–50 s and 2–50 s (Figs. 10c, d and 11c, d). This complexity is not seen in the ‘410’ and ‘660’ and cannot (in a trivial way) be attributed to deterioration of data coverage at these periods. These observations suggest that the frequency dependence of the ‘520’ is real.

Deuss and Woodhouse (2001) observe reflections near 500–515 km and 551–566 km in some regions of Pacific, near the Indonesian subduction zone, and beneath the North African shield. They attribute the splitting to the phase transitions in non-olivine (e.g., pyroxene, garnet) components. Salkia et al. (2008) proposed that the shallower discontinuity is due to the wadsleyite to ringwoodite transformation whereas the deeper one represents the formation of CaSiO3 perovskite from garnet. In a fertile mantle – or in a mantle with a substantial component of recycled MORB crust, which contains more Ca than normal mantle – these two discontinuities would be separated. The regional variation of the characteristic of the ‘520’ has thus been invoked as evidence for large-scale chemical heterogeneity.

Alternatively, the predominance of the ‘520’ at low frequencies and its gradual break-down with increasing frequencies of the data used may – to first order – be explained by the broad two-phase loop of the divariant transition from wadsleyite to ringwoodite (Shearer, 1996; Rigden et al., 1991; Frost, 2003). In peridotite mantle this transformation is found to take place over a pressure interval corresponding to ~20 km at 1400 °C even when buffering by garnet is considered. Frost (2003) also showed that the phase-fraction profile is almost linear across the transformation, which would explain why its image is more pronounced for low frequency data. It is possible that the structure at short periods reflect transitions in the non-olivine components that become visible only when, with increasing data frequency, the image of the wadsleyite to ringwoodite transition weakens. We note, however, that this weak signal may not exceed the noise level (and its variability is within the uncertainty due to wavespeed variations that are not accounted for in the global tomography model that we use to make travel time corrections).

We have as yet no definitive explanation for the scattering that is visible near 300 km depth (Figs. 10a, b and 11a, b). One possible cause is the transition in pyroxene from an orthorhombic to a monoclinic structure (Woodland and Angel, 1997; Stixrude and Lithgow-Bertelloni, 2005). For a pyrolite mantle composition the effect of this transition on elasticity would be small but in material with higher concentrations of ortho-pyroxene, such as harzburgite, the change could be substantial. If this interpretation is correct, our results imply that even far away from zones of present-day subduction the upper mantle could contain significant fractions of harzburgite. Williams and Revenaugh (2005) proposed that a discontinuity at around 300 km might be generated by SiO2-stishovite formation in eclogic assemblages. This explanation would imply widespread occurrence of materials with mid-oceanic-ridge basalt
chemistry. Finally, the ‘300’ could signify the base of a zone of carbonatite melting in the asthenosphere (J.-P. Morgan, personal communication, 2009).

These are exciting possibilities, both with far reaching implications for our understanding of mantle flow and mixing. We are hesitant, however, to push the interpretation of the observation of scattering near 300 km depth beyond these speculations and defer further discussion to a later time when robust evidence is available for a larger geographical region. Yet we note that most of the above explanations require a chemistry that is distinct from a pyrolitic composition, which may suggest significant compositional heterogeneity in a region is (at present day) far away from active subduction systems.

7. Conclusions

We have developed a generalized Radon transform to construct the images of mantle transition zone with the broadband waveform of SS and its precursors. The GRT is a technique for inverse scattering and it exploits the redundancy in the data in that for a range of scattering angle and azimuth it creates multiple images of a single point. Combined, these common image point gathers represent a GRT image (i.e., the radial reflectivity profile) which reveals the position of scatterers as a function of geographic location and depth beneath the surface. The main objective of this paper was to demonstrate the feasibility of high-resolution imaging of the transition zone beneath geographic regions (such as oceans) far away from sources and receivers. In future studies this new capability will be used for high-resolution studies of the transition zone beneath, for instance, Hawaii.

The GRT images of the transition zone beneath the north Pacific reveal a pronounced ‘410’ and ‘660’ for all frequencies considered. For periods T>10 s our results are consistent with that of conventional SS stacking. With increasing frequency there is a slight increase in structural complexity and depth variation, and a strengthening of the ‘660’ compared to the ‘410’ (which may indicate that the former is sharper than the latter). The average depths to the ‘410’ and ‘660’ are 415 ± 5 and 665 ± 7 km, respectively, and the small (<10 km peak-to-peak) depth variation is insignificant given the depth resolution of the data. The ‘520’ is pronounced in the low frequency band, and broader and weaker than either the ‘410’ or ‘660’, but there is an increase in the complexity of the ‘520’ with increasing frequency, even when the ‘410’ and ‘660’ are not similarly affected. The frequency dependence of the ‘520’ is consistent with the broad two-phase loop of the wadsleyite to ringwoodite transition, but structure that becomes visible at short periods may reflect transitions in non-olivine components.

In addition to the usual suspects (that is, the ‘410’, ‘520’, and ‘660’), the transition zone images also reveal substantial scattering from structures at around 300 km depth and between 800 and 1000 km depth. The prominence of the event near 300 km could indicate the presence of harzburgite or MORB material far away from sites of active subduction. These structures may be laterally intermittent, however, and larger scale imaging is needed to establish the geographical distribution and lateral continuity of these structures.

The vast and rapidly growing amount of high quality waveform data that is available through IRIS DMC has begun to allow large-scale exploration seismology of the deep mantle. Following our studies of the lowermost mantle with inverse scattering of the SCs and SKS wavefields (Wang et al., 2006, 2008; Van der Hilst et al., 2007) we have demonstrated here the feasibility of transition zone imaging with the SS wavefield. This is opening exciting new possibilities for collaborative studies of Earth’s deep interior in general and for detailed investigations of the upper mantle transition zone, in particular.
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